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Spontaneous giving and calculated greed
David G. Rand1,2,3, Joshua D. Greene2* & Martin A. Nowak1,4,5*

Cooperation is central to human social behaviour1–9. However,
choosing to cooperate requires individuals to incur a personal cost
to benefit others. Here we explore the cognitive basis of cooperative
decision-making in humans using a dual-process framework10–18.
We ask whether people are predisposed towards selfishness, behav-
ing cooperatively only through active self-control; or whether they
are intuitively cooperative, with reflection and prospective reason-
ing favouring ‘rational’ self-interest. To investigate this issue, we
perform ten studies using economic games. We find that across a
range of experimental designs, subjects who reach their decisions
more quickly are more cooperative. Furthermore, forcing subjects
to decide quickly increases contributions, whereas instructing
them to reflect and forcing them to decide slowly decreases con-
tributions. Finally, an induction that primes subjects to trust their
intuitions increases contributions compared with an induction that
promotes greater reflection. To explain these results, we propose that
cooperation is intuitive because cooperative heuristics are developed
in daily life where cooperation is typically advantageous. We then
validate predictions generated by this proposed mechanism. Our
results provide convergent evidence that intuition supports coopera-
tion in social dilemmas, and that reflection can undermine these
cooperative impulses.

Many people are willing to make sacrifices for the common good5–9.
Here we explore the cognitive mechanisms underlying this cooperative
behaviour. We use a dual-process framework in which intuition
and reflection interact to produce decisions10–15,18. Intuition is often
associated with parallel processing, automaticity, effortlessness, lack
of insight into the decision process and emotional influence. Reflection
is often associated with serial processing, effortfulness and the
rejection of emotional influence10–15,18. In addition, one of the
psychological features most widely used to distinguish intuition from
reflection is processing speed: intuitive responses are relatively fast,
whereas reflective responses require additional time for deliberation15.
Here we focus our attention on this particular dimension, which is
closely related to the distinction between automatic and controlled
processing16,17.

Viewing cooperation from a dual-process perspective raises the
following questions: are we intuitively self-interested, and is it only
through reflection that we reject our selfish impulses and force
ourselves to cooperate? Or are we intuitively cooperative, with
reflection upon the logic of self-interest causing us to rein in our
cooperative urges and instead act selfishly? Or, alternatively, is there
no cognitive conflict between intuition and reflection? Here we address
these questions using economic cooperation games.

We begin by examining subjects’ decision times. The hypothesis
that self-interest is intuitive, with prosociality requiring reflection to
override one’s selfish impulses, predicts that faster decisions will be less
cooperative. Conversely, the hypothesis that intuition preferentially
supports prosocial behaviour, whereas reflection leads to increased
selfishness, predicts that faster decisions will be more cooperative.

As a first test of these competing hypotheses, we conducted a one-
shot public goods game5–8 (PGG) with groups of four participants.

We recruited 212 subjects from around the world using the online
labour market Amazon Mechanical Turk (AMT)19. AMT provides a
reliable subject pool that is more diverse than a typical sample of
college undergraduates (see Supplementary Information, section 1).
In accordance with standard AMT wages, each subject was given
US$0.40 and was asked to choose how much to contribute to a
common pool. Any money contributed was doubled and split evenly
among the four group members (see Supplementary Information,
section 3, for experimental details).

Figure 1a shows the fraction of the endowment contributed in the
slower half of decisions compared to the faster half. Faster decisions
result in substantially higher contributions compared with slower
decisions (rank sum test, P 5 0.007). Furthermore, as shown in
Fig. 1b, we see a consistent decrease in contribution amount with
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Figure 1 | Faster decisions are more cooperative. Subjects who reach their
decisions more quickly contribute more in a one-shot PGG (n 5 212). This
suggests that the intuitive response is to be cooperative. a, Using a median split
on decision time, we compare the contribution levels of the faster half versus
slower half of decisions. The average contribution is substantially higher for the
faster decisions. b, Plotting contribution as a function of log10-transformed
decision time shows a negative relationship between decision time and
contribution. Dot size is proportional to the number of observations, listed next
to each dot. Error bars, mean 6 s.e.m. (see Supplementary Information,
sections 2 and 3, for statistical analysis and further details).

2 0 S E P T E M B E R 2 0 1 2 | V O L 4 8 9 | N A T U R E | 4 2 7

Macmillan Publishers Limited. All rights reserved©2012

www.nature.com/doifinder/10.1038/nature11467


increasing decision time (Tobit regression, coefficient 5 215.84,
P 5 0.019; see Supplementary Information, sections 2 and 3, for
statistical details). These findings suggest that intuitive responses are
more cooperative.

Next we examined data from all of our previously published social
dilemma experiments for which decision time data were recorded7,20–22.
In these studies, conducted in the physical laboratory with college
students, the experimental software automatically recorded decision
times, but these data had not been previously analysed. To examine the
psychology that subjects bring with them into the laboratory, we
focused on play in the first round of each experimental session. In a
one-shot prisoner’s dilemma (n 5 48)20, a repeated prisoner’s dilemma
with execution errors (n 5 278)21, a repeated prisoner’s dilemma with
and without costly punishment (n 5 104)22, and a repeated PGG with
and without reward and/or punishment (n 5 192)7, we find the same
negative relationship between decision time and cooperation (see
Supplementary Information, section 4, for details). These results show
the robustness of our decision-time findings: across a range of experi-
mental designs, and with students in the physical laboratory as well as
with an international online sample, faster decisions are associated
with more prosociality.

We now demonstrate the causal link between intuition and coop-
eration suggested by these correlational studies. To do so, we recruited
another 680 subjects on AMT and experimentally manipulated their
decision times in the same one-shot PGG used above. In the ‘time
pressure’ condition, subjects were forced to reach their decision
quickly (within 10 s). Subjects in this condition have less time to reflect
than in a standard PGG, and therefore their decisions are expected to
be more intuitive. In the ‘time delay’ condition, subjects were
instructed to carefully consider their decision and forced to wait for
at least 10 s before choosing a contribution amount. Thus, in this
condition, decisions are expected to be driven more by reflection
(see Supplementary Information, section 5, for experimental details).

The results (Fig. 2a) are consistent with the correlational observa-
tions in Fig 1. Subjects in the time-pressure condition contribute sig-
nificantly more money on average than subjects in the time-delay
condition (rank sum, P , 0.001). Moreover, we find that both manip-
ulation conditions differ from the average behaviour in the baseline
experiment in Fig. 1, and in the expected directions: subjects under
time-pressure contribute more than unconstrained subjects (rank
sum, P 5 0.058), whereas subjects who are instructed to reflect and
delay their decision contribute less than unconstrained subjects (rank
sum, P 5 0.028), although the former difference is only marginally
significant. See Supplementary Information, section 5, for regression
analyses.

Additionally, we recruited 211 Boston-area college students and
replicated our time-constraint experiment in the physical laboratory
with tenfold higher stakes (Fig. 2b). We find again that subjects in the
time-pressure condition contribute significantly more money than
subjects in the time-delay condition (rank sum, P 5 0.032). We also
assessed subjects’ expectations about the behaviour of others in their
group, and find no significant difference across conditions (rank sum,
P 5 0.360). Thus, subjects forced to respond more intuitively seem to
have more prosocial preferences, rather than simply contributing
more because they are more optimistic about the behaviour of others
(see Supplementary Information, section 6, for experimental details
and analysis).

We next used a conceptual priming manipulation that explicitly
invokes intuition and reflection23. We recruited 343 subjects on
AMT to participate in a one-shot PGG experiment. The first condition
promotes intuition relative to reflection: before reading the PGG
instructions, subjects were assigned to write a paragraph about a situ-
ation in which either their intuition had led them in the right direction,
or careful reasoning had led them in the wrong direction. Conversely,
the second condition promotes reflection: subjects were asked to write
about either a situation in which intuition had led them in the wrong

direction, or careful reasoning had led them in the right direction.
Consistent with the seven experiments described above, we find that
contributions are significantly higher when subjects are primed to
promote intuition relative to reflection (Fig. 2c; rank sum, P 5 0.011;
see Supplementary Information, section 8, for experimental details
and analysis).

These results therefore raise the question of why people are
intuitively predisposed towards cooperation. We propose the follow-
ing mechanism: people develop their intuitions in the context of daily
life, where cooperation is typically advantageous because many
important interactions are repeated1,2,21,22, reputation is often at
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Figure 2 | Inducing intuitive thinking promotes cooperation. a, Forcing
subjects to decide quickly (10 s or less) results in higher contributions, whereas
forcing subjects to decide slowly (more than 10 s) decreases contributions
(n 5 680). This demonstrates the causal link between decision time and
cooperation suggested by the correlation shown in Fig. 1. b, We replicate the
finding that forcing subjects to decide quickly promotes cooperation in a second
study run in the physical laboratory with tenfold larger stakes (n 5 211). We also
find that the time constraint has no significant effect on subjects’ predictions
concerning the average contributions of other group members. Thus, the
manipulation acts through preferences rather than beliefs. c, Priming intuition
(or inhibiting reflection) increases cooperation relative to priming reflection (or
inhibiting intuition) (n 5 343). This finding provides further evidence for the
specific role of intuition versus reflection in motivating cooperation, as suggested
by the decision time studies. Error bars, mean 6 s.e.m. (see Supplementary
Information, sections 5–7, for statistical analysis and further details).
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stake3,5,6,20 and sanctions for good or bad behaviour might exist4,6–8.
Thus, our subjects develop cooperative intuitions for social
interactions and bring these cooperative intuitions with them into
the laboratory. As a result, their automatic first response is to be
cooperative. It then requires reflection to overcome this cooperative
impulse and instead adapt to the unusual situation created in these
experiments, in which cooperation is not advantageous.

This hypothesis makes clear predictions about individual difference
moderators of the effect of intuition on cooperation, two of which we
now test. First, if the effects described above result from intuitions
formed through ordinary experience, then greater familiarity with
laboratory cooperation experiments should attenuate these effects.
We test this prediction on AMT with a replication of our conceptual
priming experiment. As predicted, we find a significant interaction
between prime and experience: it is only among subjects naive to the
experimental task that promoting intuition increases cooperation
(Fig. 3a; see Supplementary Information, section 9, for experimental
details and statistical analysis).

This mechanism also predicts that subjects will only find coopera-
tion intuitive if they developed their intuitions in daily-life settings in
which cooperation was advantageous. Even in the presence of repe-
tition, reputation and sanctions, cooperation will only be favoured if
enough other people are similarly cooperative2,3. We tested this pre-
diction on AMT with a replication of our baseline correlational study.
As predicted, it is only among subjects that report having mainly
cooperative daily-life interaction partners that faster decisions are

associated with higher contributions (Fig. 3b; see Supplementary
Information, section 10, for experimental details and statistical
analysis).

Thus, there are some people for whom the intuitive response is more
cooperative and the reflective response is less cooperative; and there
are other people for whom both the intuitive and reflective responses
lead to relatively little cooperation. But we find no cases in which the
intuitive response is reliably less cooperative than the reflective res-
ponse. As a result, on average, intuition promotes cooperation relative
to reflection in our experiments.

By showing that people do not have a single consistent set of social
preferences, our results highlight the need for more cognitively com-
plex economic and evolutionary models of cooperation, along the lines
of recent models for non-social decision-making17,24–26. Furthermore,
our results suggest a special role for intuition in promoting coopera-
tion27. For further discussion, and a discussion of previous work
exploring behaviour in economic games from a dual-process perspec-
tive, see Supplementary Information, sections 12 and 13.

On the basis of our results, it may be tempting to conclude that
cooperation is ‘innate’ and genetically hardwired, rather than the
product of cultural transmission. This is not necessarily the case:
intuitive responses could also be shaped by cultural evolution28 and
social learning over the course of development. However, our results
are consistent with work demonstrating spontaneous helping
behaviour in young children29. Exploring the role of intuition and
reflection in cooperation among children, as well as cross-culturally,
can shed further light on this issue.

Here we have explored the cognitive underpinnings of cooperation
in humans. Our results help to explain the origins of cooperative
behaviour, and have implications for the design of institutions that
aim to promote cooperation. Encouraging decision-makers to be
maximally rational may have the unintended side-effect of making
them more selfish. Furthermore, rational arguments about the import-
ance of cooperating may paradoxically have a similar effect, whereas
interventions targeting prosocial intuitions may be more successful30.
Exploring the implications of our findings, both for scientific under-
standing and public policy, is an important direction for future study:
although the cold logic of self-interest is seductive, our first impulse is
to cooperate.

METHODS SUMMARY
Across studies 1, 6, 8, 9 and 10, a total of 1,955 subjects were recruited using AMT19

to participate in one of a series of variations on the one-shot PGG, played through
an online survey website. Subjects received $0.50 for participating, and could earn
up to $1 more based on the PGG. In the PGG, subject were given $0.40 and chose
how much to contribute to a ‘common project’. All contributions were doubled
and split equally among four group members. Once all subjects in the experiment
had made their decisions, groups of four were randomly matched and the resulting
payoffs were calculated. Each subject was then paid accordingly through the AMT
payment system, and was informed about the average contribution of the other
members of his or her group. No deception was used.

In study 7, a total of 211 subjects were recruited from the Boston, Massachusetts,
metropolitan area through the Harvard University Computer Laboratory for
Experiment Research subject pool to participate in an experiment at the
Harvard Decision Science Laboratory. Participation was restricted to students
under 35 years of age. Subjects received a $5 show-up fee for arriving on time
and had the opportunity to earn up to an additional $12 in the experiment.
Subjects played a single one-shot PGG through the same website interface used
in the AMT studies, but with tenfold larger stakes (maximum earnings of $10).
Subjects were then asked to predict the average contribution of their other group
members and had the chance to win up to an additional $2 based on their accuracy.

These experiments were approved by the Harvard University Committee on the
Use of Human Subjects in Research.

For further details of the experimental methods, see Supplementary Information.
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1. Online recruitment procedure using Amazon Mechanical Turk 
 
Subjects for many of the experiments in this paper were recruited using the online labor market 
Amazon Mechanical Turk (AMT)1-3. AMT is an online labor market in which employers can 
employ workers to complete short tasks (generally less than 10 minutes) for relatively small 
amounts of money (generally less than $1). Workers receive a baseline payment and can be paid 
an additional bonus depending on their performance. This makes it easy to run incentivized 
experiments: the baseline payment is a ‘show-up fee,’ and the bonus payment is determined by 
the points earned in the experiment.  
 
One major advantage of AMT is it allows experimenters to easily expand beyond the college 
student convenience samples typical of most economic game experiments. Among American 
subjects, AMT subjects have been shown to be significantly more nationally representative than 
college student samples4. Furthermore, workers on AMT are from all around the world: in our 
experiments, 37% of the subjects lived outside of the United States, with more than half of the 
non-American subjects living in India. In our statistical analyses below, we show that there is no 
significant difference in the effects we are studying between US and non-US subjects. This 
diversity of subject pool participants is particularly helpful in the present study, given our focus 
on intuitive motivations that may vary based on life experience.  
 
Of course, issues exist when running experiments online that do not exist in the traditional 
laboratory. Running experiments online necessarily involves some loss of control, since the 
workers cannot be directly monitored as in the traditional lab; hence, experimenters cannot be 
certain that each observation is the result of a single person (as opposed to multiple people 
making joint decisions at the same computer), or that one person does not participate multiple 
times (although AMT goes to great lengths to try to prevent this, and we use filtering based on IP 
address to further reduce repeat play).  Moreover, although the sample of subjects in AMT 
experiments is more diverse than samples using college undergraduates, we are obviously 
restricted to people that participate in online labor markets.  
 
To address these potential concerns, recent studies have explored the validity of data gathered 
using AMT (for an overview, see ref 1). Most pertinent to our study are two quantitative direct 
replications using economic games. The first shows quantitative agreement in contribution 
behavior in a repeated public goods game between experiments conducted in the physical lab and 
those conducted using AMT with approximately 10-fold lower stakes2. The second replication 
again found quantitative agreement between the lab and AMT with 10-fold lower stakes, this 
time in cooperation in a one-shot Prisoner’s Dilemma3. The latter study also conducted a survey 
on the extent to which subjects trust that they will be paid as described in the instructions (a 
critical element for economic game experiments) and found that AMT subjects were only 
slightly less trusting than subjects from a physical laboratory subject pool at Harvard University 
(trust of 5.4 vs 5.7 on a 7-point Likert scale). A third study compared behavior on AMT in games 
using $1 stakes with unincentivized games, examining the public goods game, the dictator game, 
the ultimatum game and the trust game5. Consistent with previous research in the physical 
laboratory, adding stakes was only found to affect play in the dictator game, where subjects were 
significantly more generous in the unincentivized dictator game compared to the $1 dictator 
game. Furthermore, the average behavior in these games on AMT was within the range of 
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averages reported from laboratory studies, demonstrating further quantitative agreement between 
AMT and the physical lab. 
 
In additional studies, it has also been shown that AMT subjects display a level of test-retest 
reliability similar to what is seen in the traditional lab on measures of political beliefs, self-
esteem, Social Dominance Orientation, and Big-Five personality traits4, as well as belief in God, 
age, gender, education level and income1,6; and do not differ significantly from college 
undergraduates in terms of attentiveness or basic numeracy skills, as well as demonstrating 
similar effect sizes as undergraduates in tasks examining framing effects, the conjunction fallacy, 
and outcome bias7. The present studies add another piece of evidence for the validity of 
experiments run on AMT by comparing our AMT studies with decision time data from previous 
laboratory experiments (Main text Figure 2): Both online and in the lab, subjects that take longer 
to make their decisions are less cooperative.  

2. Log-transforming decision times 
 
In several of our experiments, we predict cooperation as a function of decision times. However, 
the distribution of decision times (measured in seconds) is heavily right-skewed, as we did not 
impose a maximum decision time (decision times for the baseline decision time experiment, 
Study 1, are shown in Figure S1a). Thus linear regression is not appropriate using non-
transformed decision times, as the few decision times that are extremely large exert undue 
influence on the fit of the regression. To address this issue, we log10-transform decision times in 
all analyses (log10 transformed decision times for the baseline decision time experiment are 
shown in Figure S1b). As reported below, our main results are qualitatively similar if we instead 
analyze non-transformed decision times and exclude outliers (subjects with decision times more 
than 3 standard deviations above the mean decision time).  
 

 
Figure S1. (a) Distribution of decision times in the baseline experiment. (b) Distribution of log10 
transformed decision times in the baseline experiment. 
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3. Study 1: Correlational decision time experiment on AMT 
 
Methods 
 
In the baseline experiment (main text Figure 1), subjects were recruited using AMT and told they 
would receive a $0.50 show-up fee for participating, and would have the chance to earn up to an 
additional $1.00 based on the outcome of the experiment. After accepting the task, subjects were 
redirected to website where they participated in the study.  
 
First subjects were shown the Instructions Screen, where they read a set of instructions 
describing the following one-shot public goods game: Players interacted in groups of 4; each 
player received 40 cents; players chose how many cents to contribute to the group (in increments 
of 2 to avoid fractional cent amounts) and how many to keep; all contributions were doubled and 
split equally by all group members. After they were finished reading the instructions, subjects 
clicked OK and were taken to the Contribution Screen. Here they entered their contribution 
decision and clicked OK. The website software recorded how long it took each subject to make 
her decision (in seconds), that is, the amount of time she spent on the Contribution Screen. Time 
spent on the Instructions Screen did not count towards our decision time measure. (Time spent 
on the Instructions Screen is examined below in Study 10 and shown not to influence 
cooperation.) 
 
After entering their contribution amount, subjects were taken to the Comprehension Screen in 
which they answered two comprehension questions to determine whether they understood the 
payoff structure: “What level of contribution earns the highest payoff for the group as a whole?” 
(correct answer = 40) and “What level of contribution earns the highest payoff for you 
personally?” (correct answer = 0). Subjects were then taken to a demographic questionnaire and 
given a completion code.  
 
We included comprehension questions after the contribution decision, rather than before as is 
typical in most laboratory experiments, because we were concerned about the possibility of 
pushing all of our subjects into a reflective mindset prior to their decision-making. (In SI Section 
14, we discuss a supplemental experiment that validates this concern by demonstrating that 
subjects who complete comprehension questions, including a detailed payoff calculation, before 
making their decision choose to contribute significantly less than those who complete the 
comprehension questions afterward). Importantly, we show that our result is robust to controlling 
for comprehension, indicating that the negative relationship between decision time and 
cooperation is not driven by a lack of comprehension among the faster responders. 
 
Once the decisions of all subjects had been collected, subjects were randomly matched into 
groups of 4, payoffs were calculated, and bonuses were paid through AMT.  Payoffs were 
determined exactly as described in the instructions, and no deception was used. 
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Results 
 
We begin with descriptive statistics: 
 
N=212 Mean Std 
Contribution 23.83 15.39 
Decision time 15.92 22.96 
Log10(Decision time) 1.03 0.34 
Age 28.02 8.73 
Gender (0=M, 1=F) 0.42 0.49 
US Residency (0=N, 1=Y) 0.45 0.49 
Failed Comprehension (0=N, 1=Y) 0.28 0.45 
 
In the baseline experiment, we ask how the amount of time a subject takes to make her 
contribution decision relates to the amount contributed. To do so, we perform a set of Tobit 
regressions with robust standard errors, taking contribution amount as the dependent variable 
(Table S1). Tobit regression allows us to account for the fact that contribution amounts were 
censored at 0 and 40 (the minimum and maximum contribution amounts).  
 
In the first regression, we take log-10 transformed decision time as the independent variable, and 
find a significant negative relationship. In the second regression, we show that this effect remains 
significant when including controls for age, gender, US residency, and failing to correctly 
answering the comprehension questions, as well as dummies for education level. In the third 
regression, we show that this effect also remains significant when excluding extreme decision 
times for which there was comparatively little data (regression 3 includes only subjects with 0.6 
< log10(decision time) < 1.2). We also continue to find a significant negative relationship 
between decision time and contribution (coeff=-0.497, p=0.018) using non-transformed decision 
times and excluding outliers (subjects with decision times more than 3 standard deviations above 
the mean [mean decision time = 15.9, std = 23.0 implies a cutoff of 85 seconds]) and including 
controls for age, gender, US residency and comprehension. 
 
It is worthwhile to note that the average level of contribution (59.6% of the endowment) of our 
subjects recruited from AMT is well within the range of average contribution levels observed in 
previous studies. Our PGG uses a marginal per capita return (MPCR) on public good investment 
of 0.5 (for every cent contributed, each player earns 0.5 cents). We used an MPCR of 0.5, rather 
than the value of 0.4 used in many previous studies (where contributions are multiplied by 1.6 
and split amongst 4 group members), to create more easily divisible numbers and therefore 
simpler instructions for the AMT workers, many of whom are less sophisticated than university 
students. Previous lab studies that used an MPCR of 0.5 report average contribution levels of 
40%–70%8-12, which are in line with our value of 59.6%. Thus our experiment adds to the 
growing body of literature demonstrating the validity of data gathered on AMT. 
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Table S1. PGG contribution regressed against decision time. 
  (1) (2) (3) 
        
Decision time (log10 seconds) -18.42** -15.84** -29.63** 
  (7.285) (6.772) (15.06) 
US Residency (0=N, 1=Y)   2.829 2.210 
    (5.113) (5.666) 
Age   0.695 0.502 
    . . 
Gender (0=M, 1=F)   0.402 2.598 
    (4.104) (4.794) 
Failed Comprehension (0=N, 1=Y)   -5.886 -8.789 
    (4.459) (5.306) 
Education dummies No Yes Yes 
Constant 49.01*** 25.91 25.21 
  (8.091) (22.99) (24.27) 
        
Observations 212 212 156 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
 

4. Studies 2 - 5: Reanalysis of previously published experiments run in the 
physical laboratory 
  
Here we analyze decision time data from all of our previously published cooperation experiments for 
which decision times were recorded13-16. These experiments were conducted in the physical 
laboratory with Boston area college student participants, using the experimental software Ztree17. We 
leverage the fact that Ztree automatically records decision times. Thus, although these experiments 
were not originally conducted to explore the role of intuitive versus reflective cognitive processes, 
that fact that we find the same negative relationship between cooperation and decision time found in 
our online experiments demonstrates the robustness of the effect to variations in experimental design, 
subject pool, and online versus physical laboratory recruitment/implementation.  
 
We note that unlike our AMT experiments, in these lab studies the subjects completed simple 
comprehension quizzes prior to beginning the experiment (with the exception of ref 16 which did not 
have a comprehension quiz). The details of these quizzes varied across experiments, but none 
involved the multiple detailed payoff calculations sometimes used in PGG laboratory experiments. 
Typical questions in our experiments, where subjects played Prisoner’s Dilemma games, included 
“What is the probability of a subsequent round after round 1? After round 10?” or reading off entries 
in a Prisoner’s Dilemma payoff matrix, such as “If you chose A and the other person chooses B, how 
many points do you get?” See SI Section 14 for a supplemental experiment exploring the effect of 
asking comprehension questions with detailed payoff calculations before versus after the contribution 
decision. 
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We begin by analyzing the control treatment from ref 13 in which 48 subjects played a series of one-
shot Prisoner’s Dilemma games. In each interaction, subjects were randomly paired, and each pair 
simultaneously chose to either pay 10 units to give their partner 30 units (i.e. cooperate) or to do 
nothing (i.e. defect). After making a decision and being informed of their partner’s decision, subjects 
were randomly rematched with new partners for another interaction. Players were given no 
information about their partner’s play in previous games. In total, 29 such interactions occurred. We 
focus on the first decision subjects made in the experimental session (i.e. the first interaction). The 
first decision most cleanly represents the intuitions subjects bring into the laboratory by minimizing 
in-game learning, and also maximizes comparability to our one-shot experiments.  
 
Examining cooperation in the first interaction (using logistic regression with robust standard errors), 
we find a significant negative relationship between cooperation probability and decision time 
(coeff=-3.42, p=0.014; Figure S2A). This relationship continues to exist (coeff=-3.37, p=0.062) 
when excluding decision times with relatively few observations (times less than 100.4 seconds or 
more than 101.2 seconds). Using logistic regression with robust standard errors clustered on subject 
and session, we continue to find a significant effect (coeff=-0.95, p=0.047) when considering the first 
5 interactions and controlling for interaction number, albeit with a smaller coefficient; but no longer 
find a significant effect when considering all 29 interactions (coeff=-0.03, p=0.931).  
 
 
Table S2. Cooperation in series of 1-shot PDs (data from Pfeiffer et al. (2012) J Royal Society 
Interface). Logistic regression. 

  (1) (2) (3) (4) (5) 
  Interaction 1 Ints 1-5 Ints 1-5 All Ints All Ints 
            

Decision time (log10 seconds) -3.417** -0.243 -0.951** 0.268 -0.0261 
  (1.394) (0.432) (0.480) (0.306) (0.301) 
Interaction #     -0.342***   -0.0542 
      (0.115)   (0.0384) 
Constant 2.939** -0.370 1.092* -1.474*** -0.567 
  (1.308) (0.546) (0.632) (0.401) (0.639) 
            
Observations 48 240 240 1,392 1,392 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
 
 
When considering ref 13, we focus on the control condition described above because it demonstrates 
that our effect exists in one-shot games in the physical laboratory. The effect is not restricted, 
however, to the control condition. If we instead analyze the data from the 176 subjects that played a 
stochastically repeated indirect reciprocity game, we continue to find a negative relationship between 
decision time and cooperation. In these experiments, the setup is the same as the control, except that 
there is a reputation system such that after each PD, subjects’ reputations are updated (to be either 
‘good’ or ‘bad’) based on an explicit assignment rule that is known to the subjects. There were three 
such conditions, with the assignment rule varying across conditions. Furthermore, subjects were 
allowed to buy and sell their reputations in two of the conditions. See ref 13 for more details. 
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Examining cooperation in the first interaction (using logistic regression with robust standard errors), 
we find a significant negative relationship between cooperation probability and decision time 
(coeff=-1.85, p=0.002). This relationship continues to hold (coeff=-1.46, p=0.027) when including 
condition dummies. Using logistic regression with robust standard errors clustered on subject and 
session, we continue to find a significant effect when considering all 29 interactions (no controls: 
coeff=-1.31, p<0.001; controlling for round number and condition dummies: coeff = -0.96, p<0.001). 
Ref 13 also included a set of fixed-length game conditions that we do not reanalyze as the decision 
time data for those conditions are not available. 
 
Next we consider ref 15, where 278 subjects played a series of stochastically repeated 2-player 
Prisoner’s Dilemma games with execution errors. In each round, there was a 1/8 probability of a 
player’s move being switched to the opposite, and a 7/8 probability of a subsequent round occurring. 
The benefit-to-cost ratio of cooperation was varied across four different conditions, with b/c=[1.5, 2, 
2.5 and 4]. Examining cooperation in the first round of the first interaction (using logistic regression 
with robust standard errors and including condition dummies), we find a significant negative 
relationship between intended cooperation probability and decision time (coeff=-1.43, p=0.005, 
including controls for b/c ratio; Figure S2B). This relationship continues to exist (coeff=-1.15, 
p=0.053) when excluding decision times with relatively few observations (times of than 10 seconds). 
Moreover, we continue to find a significant effect when considering all decisions over the course of 
the session (standard errors clustered on subject and group, coeff=-0.97, p<0.001, including controls 
for b/c ratio, interaction number and round number), albeit with a smaller coefficient. Regressions are 
shown in Table S3. 
 
Table S3. Cooperation in stochastically repeated PD with execution errors (data from Fudenberg et 
al 2012 AER). Logistic regression. 

  (1) (2) (4) (5) (6) 
  1st decision 1st decision All decisions All decisions All decisions
            

Decision time (log10 seconds) -1.295*** -1.427*** -0.731*** -0.777*** -0.970*** 
  (0.478) (0.504) (0.161) (0.119) (0.141) 

Interaction #         0.0199 
          (0.0124) 

Round #         -0.187*** 
          (0.0122) 

Condition dummies No Yes No Yes Yes 
Constant 0.937*** 1.342*** 0.132 0.459*** 1.296*** 

  (0.222) (0.312) (0.156) (0.138) (0.189) 
            

Observations 278 278 26,584 26,584 26,584 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
 
 
Next we analyze ref 14, where 104 subjects played a series of stochastically repeated 2-player 
Prisoner’s Dilemma games (without execution errors). After every round, there was a 3/4 probability 
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of a subsequent round. The benefit-to-cost ratio of cooperation and the availability of a 3rd option for 
costly punishment (pay 1 for the other to lose 4) were varied across treatments (4 treatments: low b/c 
without punishment, low b/c with punishment, high b/c without punishment, high b/c with 
punishment). Examining cooperation in the first round of the first interaction (using logistic 
regression with robust standard errors and including dummies for treatment), we again find a 
significant negative relationship between cooperation probability and decision time (coeff=-2.67, 
p=0.018; Figure S2C). This relationship continues to hold (coeff=-2.78, p=0.031) when excluding 
decision times with relatively few observations (times less than 100.4 seconds or more than 101.2 
seconds). Furthermore, we continue to find a significant relationship when analyzing all decisions 
over the course of the session (standard errors clustered on subject and group, coeff=-0.53, p=0.002), 
although the coefficient is smaller than in the first period. Regressions are shown in Table S4. 
 
 
Table S4. Cooperation in stochastically repeated PD with/without costly punishment (data from 
Dreber et al 2008 Nature). Logistic regression. 

  (1) (2) (4) (5) (6) 
  1st decision 1st decision All decisions All decisions All decisions
            

Decision time (log10 seconds) -2.741** -2.660** 0.254 -0.528*** -0.554*** 
  (1.107) (1.123) (0.203) (0.171) (0.178) 

Interaction #         -0.0128* 
          (0.00752) 

Round #         -0.361*** 
          (0.0313) 

Condition dummies No Yes No Yes Yes 
Constant 2.887*** 2.522*** -0.275** 0.568*** 1.741*** 

  (0.882) (0.961) (0.117) (0.210) (0.291) 
            

Observations 104 104 8,120 8,120 8,120 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
 
 
Finally, we consider ref 16, where 192 subjects played a repeated public goods game with persistent 
groups and identities. Subjects were given no information regarding the length of the game, which 
lasted 50 rounds. The possibility of targeted interaction was varied across four conditions: control 
PGG, PGG with costly punishment, PGG with costly reward, and PGG with both punishment & 
reward. As in our 1-shot PGG, tobit with robust standard errors find a significant negative correlation 
between first round contribution (0-20) and decision time (coeff=-26.38, p=0.001, including 
condition dummies; Figure S2D). This relationship continues to hold (coeff=-23.01, p=0.006) when 
excluding decision times with relatively few observations (times less than 100.6 seconds or more than 
101.2 seconds).  
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The relationship between contribution and decision time, however, decays with experience: we find a 
significant effect when analyzing the first 10 periods (linear regression with standard errors clustered 
on subject and group, coeff=-3.26, p=0.030), but not when analyzing periods 11 to 50 (linear 
regression with standard errors clustered on subject and group, coeff=-1.71, p=0.275). We use linear 
regression rather than Tobit regression for the multi-round analyses as to our knowledge, the 
statistical software available to us cannot do multi-level clustering with Tobit regressions. 
Regressions are shown in Table S5. 
 
 
Table S5. Contribution in repeated PGG with/without targeted interactions (data from Rand et al 
2009 Science). Note regressions 1 and 2 use Tobit regression, while regression 3-6 use linear 
regression clustered on subject and group. 
  (1) (2) (3) (4) (5) (6) 

  
Round 1 Round 1 Round  Round  Round  Round  

1-10 1-10 11-50 11-50 
              
Decision time (log10 seconds) -25.92*** -26.38*** -3.424** -3.258** 1.63 -1.71 
  (7.430) (7.804) -1.403 -1.49 -1.769 -1.563 
Condition dummies No Yes No Yes No Yes 
Constant 23.46*** 23.47*** 15.95*** 17.61*** 13.41*** 17.83*** 
  -2.664 -3.249 -1.298 -1.359 -1.415 -1.627 
              
Observations 192 192 1,920 1,920 7,680 7,680 
R-squared - - 0.01 0.079 0.001 0.25 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Figure S2. Reanalysis of previous experiments showing the first decision of the session in a series of 1-shot Prisoner’s Dilemmas13 (a), 
a repeated Prisoner’s Dilemma with execution errors15 (b), a repeated Prisoner’s Dilemma with or without costly punishment14 (c), 
and a repeated PGG with or without reward and/or punishment16 (d). Error bars indicate standard error of the mean. Dot size is 
proportional to number of observations, which are indicated next to each dot.   

WWW.NATURE.COM/NATURE | 11

doi:10.1038/nature SUPPLEMENTARY INFORMATIONRESEARCH



 

5. Study 6: Time pressure / time delay experiment on AMT 
 
Methods 
 
For Study 6, subjects were again recruited online using AMT. The experimental design was 
identical to that of the AMT correlational decision time experiment (Study 1), except that one 
additional piece of text was added to the screen on which subjects entered their PGG decision.  
 
In the ‘time pressure’ condition, subjects were asked to make their decision as quickly as 
possible, and were informed that if they did not enter their decision within 10 seconds they 
would not be allowed to participate.  
 
In the ‘time delay’ condition, subjects were asked to think carefully about their decision before 
making it, and were informed that if they must wait at least 10 seconds before entering their 
decision or else they would not be allowed to participate. 
 
Subjects in the time pressure condition who took longer than 10 seconds were excluded, as were 
subjects in the time delay condition who took less than 10 seconds. However, the main result 
continues to hold even if these subjects are not excluded – see statistical analysis below. 
 
Results 
 
We begin with descriptive statistics: 
 
  Subjects that obeyed time constraint All subjects 

  
Time pressure      

N=194 
Time delay        

N=249 
Time pressure     

N=372 
Time delay       

N=308 
  Mean Std Mean Std Mean Std Mean Std 
Contribution 26.98 14.06 20.88 14.42 23.31 14.65 21.49 14.57 
Decision time 6.99 2.06 34.83 42.28 12.13 8.87 28.83 39.37 
Log10(Decision time) 0.82 0.15 1.44 0.26 1.00 0.26 1.29 0.37 
Age 28.74 8.96 29.58 9.35 29.01 9.57 29.80 9.61 
Gender (0=M, 1=F) 0.47 0.5 0.39 0.49 0.45 0.50 0.39 0.49 
US Residency  0.57 0.5 0.43 0.5 0.46 0.50 0.41 0.49 
Failed Comprehension  0.35 0.48 0.44 0.5 0.47 0.50 0.44 0.50 
Disobeyed time 
constraint - - - - 0.48 0.50 0.19 0.39 

 
In our time constraint experiment, we examine the effect of forcing subjects to make their 
decision in 10 seconds or less (the ‘time pressure’ condition) versus focusing them to stop and 
think for at least 10 seconds (the ‘time delay’ condition). To do so we perform a set of Tobit 
regressions with robust standard errors, taking contribution amount as the dependent variable 
(Table S6). Regression 1 shows that contributions were significantly lower in the time delay 
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condition. Regression 2 shows that this continues to be true when controlling for age, gender, US 
residency, failing to correctly answering the comprehension questions and education. Regression 
3 shows that this effect is robust to including subjects that disobeyed the time constraint. 
 
Table S6. Time pressure condition versus time delay condition. 
  (1) (2) (3) 
        
Time pressure condition 10.91*** 10.59*** 5.535*** 
  (2.474) (2.450) (2.022) 
US Residency (0=N, 1=Y)   4.500 3.805 
    (3.062) (2.451) 
Age   0.132 0.329 
    - - 
Gender (0=M, 1=F)   1.345 0.851 
    (2.529) (1.979) 
Failed comprehension   -2.865 -0.694 
    (2.704) (2.140) 
Disobeyed time constraint     -6.582*** 
      (2.121) 
Education dummies No Yes Yes 
Constant 22.64*** -0.178 -0.839 
  (1.524) (8.588) (6.395) 
        
Observations 443 443 680 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
 
In addition to comparing the time pressure and time delay conditions to each other, we now 
compare both conditions to the baseline from Study 1 (while noting that behavior in the baseline 
varies substantially depending on reaction time, as per Table S1 above). To do so, we conduct a 
set of Tobit regressions with robust standard errors on the data from Study 1 and Study 6 
combined, creating two binary dummy variables: one indicating participation in the time 
pressure condition, and the other indicating participation in the time delay condition (Table S7). 
Regression 1 shows significantly lower contributions in the time delay condition compared to the 
baseline, and marginally significantly higher contributions in the time pressure condition 
compared to the baseline. Regression 2 shows that these relationships continue to hold when 
controlling for US residency, age, gender, failing to correctly answer the comprehension 
questions and education. Regression 3 shows that these relationships are robust to including 
subjects that did not obey the time constraint. 
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Table S7. Time pressure and delay conditions versus baseline condition from Study 1. 
  (1) (2) (3) 
        
Time delay condition -6.351** -5.973** -6.456*** 
  (2.511) (2.512) (2.434) 
Time pressure condition 4.930* 4.776* 4.471* 
  (2.824) (2.759) (2.692) 
US residency (0=N, 1=Y)   4.981* 4.441** 
    (2.610) (2.180) 
Age   0.284** 0.397*** 
    (0.137) (0.106) 
Gender (0=M, 1=F)   0.769 0.572 
    (2.155) (1.767) 
Failed comprehension   -3.294 -0.670 
    (2.343) (1.947) 
Disobeyed time pressure constraint     -12.81*** 
      (2.615) 
Disobeyed time delay constraint     5.920 
      (3.692) 
Education dummies No Yes Yes 
Constant 29.14*** 4.040 2.116 
  (2.027) (8.221) (6.402) 
        
Observations 655 655 892 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

 

6. Study 7: Time pressure / time delay experiment with belief elicitation in the 
physical laboratory 
 
Methods 
 
Study 7 was conducted in the Harvard Decision Sciences Laboratory. Subjects were 
undergraduate and graduate students under 35 years old recruited from schools around the 
Boston metro area. Subjects received a $5 show up fee and then interacted anonymously via 
computers in the lab. The computer interface was identical to that used by subjects recruited on 
AMT in Study 6, with the following exceptions: Firstly, the stakes were 10-fold higher: each 
subject was given a $4 endowment, rather than the $0.40 endowment used in Study 6. Secondly, 
we assessed subjects’ expectations about the contribution behavior of others in their group18,19. 
After making a decision about how much to contribute, subjects were taken to a screen in which 
they were asked to predict the average amount contributed by the three other members of their 
group. To incentivize this prediction, subjects were informed when reaching the prediction 
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screen that they could earn up to an additional $2 depending on the accuracy of their prediction. 
Specifically, for every 10 cents by which their prediction differed from the actual average, they 
would lose 5 cents from their additional $2 payment.  
 
Results 
 
We begin with descriptive statistics: 
 
  Subjects that obeyed time constraint All subjects 

  
Time pressure     

N=55 
Time delay       

N=98 
Time pressure    

N=102 
Time delay      

N=109 
  Mean Std Mean Std Mean Std Mean Std 
Contribution 230.73 154.85 169.49 153.45 197.73 151.32 163.39 157.21
Decision time 8.07 1.56 26.93 15.06 11.29 4.84 24.94 15.44 
Log10(Decision time) 0.90 0.10 1.38 0.20 1.02 0.17 1.33 0.25 
Age 20.95 2.18 21.33 2.67 21.20 2.52 21.46 2.74 
Gender (0=M, 1=F) 0.71 0.46 0.65 0.48 0.67 0.47 0.63 0.48 
Failed Comprehension  0.38 0.49 0.32 0.47 0.35 0.48 0.32 0.47 
Predicted avg contribution  
of others group members 201.38 114.22 183.33 116.97 182.12 110.28 177.60 116.41
Disobeyed time constraint Ͳ� Ͳ� Ͳ� Ͳ� 0.46 0.50 0.10 0.30 
 
 
First we compare the contribution levels in the time pressure condition and the time delay 
condition. To do so, we perform a set of Tobit regressions with robust standard errors, taking 
contribution amount as the dependent variable (Table S8). Regression 1 shows that contributions 
were significantly higher in the time pressure condition. Regression 2 shows that this continues 
to be true when controlling for age, gender and failing to correctly answer the comprehension 
questions (although the p-value on the time pressure condition falls to p=0.052). Regression 3 
shows that this effect is robust to including subjects that disobeyed the time constraint. 
Regressions 4 and 5 show that this continues to be true even when controlling for subjects’ 
expectations about the average contribution of the other group members (Regression 4 includes 
only subjects that obeyed the time constraint, while regression 5 includes all subjects). The 
robustness to controlling for expectations about others’ behavior indicates that the time 
constraint manipulation is actually making subjects more prosocial, rather than just making them 
more optimistic about how others will behave (and thus more inclined to reciprocate based on 
‘conditional cooperation’18-20).  
 
To provide direct evidence that the time constraint manipulation is not altering expectations 
about the behavior of others, we now perform another set of Tobit regressions with robust 
standard errors, this time taking predicted average contribution of the other group members as 
the dependent variable (Table S9). Regression 1 shows no difference in predictions between the 
two conditions. Regression 2 shows that this continues to be true when controlling for age, 
gender and failing to correctly answering the comprehension questions. Regression 3 shows that 
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this is robust to including subjects that disobeyed the time constraint. We also find no difference 
across conditions in predicted average contribution using a Rank-sum test (p=0.360). 
 
Finally, we examine how subjects’ contribution compares to their expectation of others. We find 
that the subjects under time pressure contribute significantly more than they expect others to 
contribute (Sign-rank, p=0.024), whereas subjects forced to reflect contribute slightly less than 
they expect others to contribute, although the difference is not statistically significant (Sign-rank, 
p=0.187). These results suggest that subjects responding intuitively are not just conforming to 
what they understand to be the norm, but rather are systematically deviating from the perceived 
norm and contributing more. 
 
Table S8. Contribution level in time pressure condition versus time delay condition, run in the 
physical laboratory. 
  (1) (2) (3) (4) (5) 
�� �� �� �� �� ��
Time pressure condition 99.92** 94.36* 99.47** 71.05** 74.16** 
  (49.44) (48.58) (45.81) (33.45) (33.22) 
Age   4.178 -2.275 5.301 3.236 
    (7.920) (6.272) (4.860) (4.349) 
Gender (0=M, 1=F)   5.766 43.95 53.25 63.42** 
    (52.92) (41.77) (36.41) (31.55) 
Failed comprehension   126.9*** 79.80** 46.48 11.31 
    (48.43) (39.17) (32.05) (28.15) 
Disobeyed time constraint     -116.4**   -53.64 
      (50.37)   (38.74) 
Predicted avg contribution of others       1.655*** 1.496*** 
        (0.167) (0.144) 
Constant 154.8*** 20.70 145.91 -307.4*** -230.6** 
  (28.88) (179.0) (141.6) (117.2) (104.4) 
            
Observations 153 153 211 153 211 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Table S9. Predicted average contribution of other 3 group members in time pressure condition 
versus time delay condition, run in the physical laboratory. 
  (1) (2) (3) 
�� �� �� ��
Time pressure condition 23.89 22.16 23.86 
  (22.81) (22.23) (19.69) 
Age   -0.114 -4.054 
    (4.149) (3.328) 
Gender (0=M, 1=F)   -34.10 -19.31 
    (23.46) (17.83) 
Failed comprehension   53.98** 47.47** 
    (24.45) (19.45) 
Disobeyed time constraint     -54.44*** 
      (20.55) 
Constant 183.0*** 190.6** 265.6*** 
  (13.64) (90.52) (74.23) 
        
Observations 153 153 211 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

7. Behavior on AMT versus the physical laboratory (Study 6 vs Study 7) 
 
In combination, Study 6 and Study 7 allow us to compare behavior in an identical experiment 
between AMT and the physical lab with 10-fold higher stakes. To make contribution amounts 
directly comparable, we take the fraction of maximum possible contribution as our dependent 
variable (since contributions in Study 6 range from 0 to 40 cents, while contributions in Study 7 
range from 0 to 400 cents). For the most basic measure, we collapse across time constraint 
conditions. We find that subjects in the lab contribute significantly less than those on AMT 
(47.9% of the endowment in the lab vs 58.9% on AMT gives a difference of 11.0%, Wilcoxon 
Rank-Sum p=0.001; the difference is extremely similar when including subjects that did not obey 
the time constraint:  differences of 11.2%, p=0.0001). The magnitude of the difference is not 
trivial, but also is not exceptionally large. The lower level of cooperation we find among students 
in the lab is consistent with the results of a recent meta-analysis of the Dictator Game21, in which 
students were found to be significantly less altruistic than non-students.  
 
More important than the absolute level of contribution, however, is the size of the effect of the 
time constraint manipulation. We see an almost identical difference between the time pressure 
and time delay conditions when comparing AMT and the lab (AMT: time pressure = 67.4%, time 
delay = 52.2%, difference = 15.2%; Lab: time pressure = 57.7%, time delay =42.3%, difference 
= 15.3%). To demonstrate that the effect of the time constraint does not vary significantly 
between AMT and the lab, we perform a set of Tobit regressions with robust standard errors 
(Table S10). Regression 2 finds no significant interaction between the time pressure condition 
dummy and a dummy for being run in the lab, and regression 4 shows that this remains true 
when controlling for age, gender, US residency, failing to correctly answering the 
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comprehension questions and education level. For completeness, regressions without the 
interaction term are also included (regressions 1 and 3). 
 
 
Table S10. Contribution level (as a fraction of the total endowment) in the time pressure 
condition versus time delay condition, run on AMT (Study 6) and in the physical laboratory 
(Study 7). 
  (1) (2) (3) (4) 
          
Lab (0=AMT, 1=Physical) -0.192*** -0.248*** -0.177** -0.232** 
  (0.0637) (0.0827) (0.0783) (0.0938) 
Time pressure condition 0.269*** 0.264*** 0.278*** 0.275*** 
  (0.0555) (0.0550) (0.0632) (0.0627) 
Age   0.00309   0.00312 
    (0)   (0) 
Gender (0=M, 1=F)   0.0424   0.0424 
    (0.0579)   (0.0579) 
US Residency   0.171**   0.169** 
    (0.0675)   (0.0675) 
Lab X Time pressure condition     -0.0398 -0.0415 
      (0.133) (0.131) 
Education dummies No Yes No Yes 
Constant 0.572*** 0.294** 0.568*** -0.068 
  (0.0373) (0.121) (0.0387) (0.201) 
          
Observations 596 596 596 596 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
 

8. Study 8: Conceptual priming experiment on AMT 
 
Methods 
 
The experimental design for the conceptual priming experiment was identical to the baseline 
correlational decision time experiment (Study 1), except that an additional screen was added to 
the beginning of the experiment. To induce mindsets favoring more intuitive or more reflective 
decision-making, we employed an induction method introduced in a recent paper from our 
group22. In the previous study, we demonstrated the power of these specific primes to promote 
intuitive versus reflective thinking in the domain of religious belief, and our findings about 
intuition versus reflection were validated in a subsequent study from another group using a 
different method23. In the current study, we use the same priming procedure as we did in ref 22, 
and examine the effect of the primes on cooperation. 
 
A more intuitive or reflective cognitive style was induced as follows. Before the screen with the 
PGG instructions, subjects completed a screen in which they were asked to write a paragraph 
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recalling an episode from their life. As per the procedure previously established in ref 22, 
subjects were instructed to write 8-10 sentences about one of four particular types of episodes 
(based on the treatment to which they were randomly assigned, see below), and only subjects 
that wrote at least 8 sentences were included in the analysis. We employed a 2 x 2 between-
subjects design in which subjects were randomly assigned to write about a situation in which 
they adopted one of two cognitive approaches (intuitive vs. reflective) and where that approach 
lead to an outcome that was either negative or positive. The instructions for each of the resulting 
4 conditions are listed below: 
 

Intuition-bad: Please write a paragraph (approximately 8-10 sentences) describing a 
time your intuition/first instinct led you in the wrong direction and resulted in a bad 
outcome. 
 
Reflection-bad: Please write a paragraph (approximately 8-10 sentences) describing a 
time carefully reasoning through a situation led you in the wrong direction and resulted in 
a bad outcome. 
 
Intuition-good: Please write a paragraph (approximately 8-10 sentences) describing a 
time your intuition/first instinct led you in the right direction and resulted in a good 
outcome. 
 
Reflection-good: Please write a paragraph (approximately 8-10 sentences) describing a 
time carefully reasoning through a situation led you in the right direction and resulted in a 
good outcome. 

 
The intuition-good and reflection-bad conditions were designed to increase the role of intuition 
relative to reflection. The intuition-good condition aimed to make subjects more inclined to 
follow their intuitive first response (and therefore less likely to reflect and carefully consider 
their decision). The reflection-bad condition aimed to make subjects less inclined to stop and 
reflect on whether their first response was well suited to the current situation (and therefore more 
likely to actually follow that intuitive first response). 
 
Conversely, the intuition-bad and reflection-good conditions were designed to increase the role 
of reflection relative to intuition. The intuition-bad condition aimed to make subjects more wary 
of their intuitive first response (and therefore more likely to reflect and question the suitability of 
that response). The reflection-good condition aimed to make subjects more inclined to carefully 
reason through their decision (and therefore less likely to automatically follow their intuitive first 
response). 
 
Critically, we make salient the general practice of trusting ones intuitions (or not), whatever 
those intuitions may be, rather than invoking experiences specifically related to cooperation. 
Additionally, we counterbalance valence, with both positive and negative outcomes in each of 
our two conditions. 
 
We note that decision times were not recorded in Study 8 due to a technical error, but that the 
effect of the primes on decision time is investigated in Study 9. 
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Results 
 
We begin with descriptive statistics:  
 

   Intuition-Bad     
N=99 

Reflection-Bad   
N=77 

Reflection-Good   
N=69 

Intuition-Good    
N=98 

    Mean Std Mean Std Mean Std Mean Std 
Contribution   22.14 16.93 28.42 14.74 20.41 15.54 23.47 15.99 
Age   31.35 11.66 33.10 11.17 31.43 10.39 30.96 11.07 
Gender (0=M, 1=F)   0.55 0.50 0.61 0.49 0.64 0.48 0.62 0.49 
US Residency    0.59 0.50 0.69 0.47 0.70 0.46 0.64 0.48 
Failed 
Comprehension    0.55 0.50 0.44 0.50 0.42 0.50 0.51 0.50 

Paragraph length   618 311 716 266 670 215 631 245 
 
 
The goal of Study 8 was to assess whether inducing a more intuitive mindset led to higher 
contribution compared to inducing a more reflective mindset. To do so, we perform two 
complementary analyses.  
 
Main effect of promoting intuition versus promoting reflection 
 
The first analysis uses a set of Tobit regressions with robust standard errors (Table S11). We 
begin by asking whether promoting intuition relative to reflection results in a different 
contribution level than promoting reflection relative to intuition. Regression 1 finds that the 
contribution level collapsing across the two conditions designed to promote intuition over 
reflection (intuition-good and reflection-bad) was significantly higher than when collapsing 
across to the two conditions designed to promoted reflection over intuition (reflection-good and 
intuition-bad). Regression 2 shows that this continues to be true when including a term for the 
valence of the outcome, controlling for variance explained by comparing the good outcome 
conditions (intuition-good and reflection-good) with the bad outcome conditions (intuition-bad 
and reflection-bad). Regression 3 shows that this again continues to be true when also controlling 
for US residency, age, gender, failing to correctly answer the comprehension questions, number 
of characters in the priming paragraph, and education level.  
 
We note that regressions 2 and 3 find a negative effect of positive outcome valence on 
cooperation (p=0.047 without controls in regression 2, p=0.074 with controls in regression 3). 
This result is consistent with a previous study finding that inducing positive mood resulted in 
less giving in a Dictator Game compared to inducing a negative mood24, although results from 
other studies on the role of mood in cooperation are mixed25-27. The effect of mood on behavior 
in economic games merits further study.  
 
In regressions 4 and 5, we ask whether the effect of promoting intuition versus reflection differs 
based on the outcome valence. Either without controls (regression 4) or with controls (regression 
5), we find no significant interaction between the promote intuition dummy and the outcome 
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valence dummy. This lack of significant interaction term indicates that the difference between 
contributions in the intuition-good condition versus the reflection-good condition is not 
significantly different from the difference between contributions in the reflection-bad condition 
versus the intuition-bad condition. Put differently, the lack of significant interaction indicates 
that collapsing across the intuition-good and reflection-bad conditions, as well as across the 
reflection-good and intuition-bad conditions, is appropriate. Thus when we present the results of 
Study 8 in the main text, we do in this collapsed manner. 
 
Table S11. Contribution level in conceptual priming experiment across priming conditions.  
  (1) (2) (3) (4) (5) 
            
Promote intuition (0=[Intuition-bad, 
reflection-good],1=[Intuition-good, 
reflection-bad]) 

10.95*** 12.16*** 11.14*** 15.61** 12.63** 

  (4.184) (4.195) (4.031) (6.159) (6.018) 
Outcome valence (0=[Intuition-bad, 
reflection-bad],1=[Intuition-good, 
reflection-good]) 

  -8.176** -7.262* -4.717 -5.781 

    (4.124) (4.059) (5.800) (5.721) 
US Residency (0=N, 1=Y)     13.73***   13.65*** 
      (4.942)   (4.947) 
Age     0.356*   0.353* 
      (0.194)   (0.195) 
Gender (0=M, 1=F)     3.191   3.189 
      (4.205)   (4.204) 
Failed comprehension     -2.691   -2.587 
      (4.488)   (4.500) 
Paragraph length     -0.00131   -0.00158 
      (0.00912)   (0.00908) 
Promote intuition X Outcome valence       -6.906 -2.954 
        (8.244) (8.024) 
Education dummies No No Yes No Yes 
Constant 25.01*** 28.43*** 34.89** 26.96*** 34.51** 
  (2.979) (3.591) (16.32) (4.076) (16.26) 
            
Observations 343 343 343 343 343 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

 
 
Interaction between cognitive style and outcome valence 
 
The second analysis demonstrates the same result in a different way, using the analytic approach 
of our earlier work in ref 22. Instead of looking for a main effect of promoting intuition versus 
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reflection, we now ask whether there is a significant interaction between cognitive approach 
(intuition versus reflection) and outcome valence (bad versus good) using ANOVA. Specifically, 
contribution levels were subjected to a two-way ANOVA having two levels of reasoning style 
(intuitive/reflective) and two levels of outcome valence (bad/good). Together with no significant 
main effect of reasoning style (F(1,339)=0.85, p=0.357) and a marginally significant main effect 
of outcome valence (F(1,339)=3.69, p=0.056), we find a significant interaction between 
reasoning style and outcome valence (F(1,339)=7.21, p=0.008). This significant crossover 
interaction shows that participants who wrote about an experience that vindicated intuition 
(intuition-good or reflection-bad) contributed more to the public good compared with 
participants who wrote about an experience that vindicated reflection (intuition-bad or reflection-
good). 
 
Thus we demonstrate in two different ways that in Study 8, priming to promote intuition 
increases contributions in the PGG relative to priming to promote reflection. 
 

9. Study 9: Conceptual priming experiment with experience measure and 
decision times on AMT 
 
Methods 
 
Study 9 aimed to use the conceptual priming framework from Study 8 to examine the effect of 
previous experience with the experimental decision task on cooperative intuitions. Based on the 
theoretical framework presented in main text, where cooperative intuitions are developed in daily 
life because cooperation is advantageous and then these intuitions spill over into the laboratory, 
we predicted that the difference in contributions when promoting intuition versus promoting 
reflection should be smaller in experienced subjects. Study 9 also aimed to provide a 
manipulation check on the conceptual primes’ ability to manipulate reaction times: based on 
Studies 1-7, we would expect promoting intuition not only to increase contributions relative to 
promoting reflection, but also to reduce decision times. 
 
To investigate these two issues, Study 9 used the design of the ‘intuition-good’ and ‘reflection-
good’ conditions from Study 8, with the following modifications. (i) In the post-experimental 
questionnaire subjects were asked “To what extent have you participated in studies like this one 
before? (i.e. where you choose how much to keep for yourself versus contributing to benefit 
others)”. Subjects who chose the response “Never” were classified as naïve. And (ii), decision 
times were recorded, as well as time spent reading the instructions. 
 
Results 
 
We begin with descriptive statistics: 
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Naïve subjects Experienced subjects 

 

Reflection-
Good          
N=38 

Intuition-
Good          
N=49 

Reflection-
Good          
N=94 

Intuition-
Good          
N=75 

    Mean Std Mean Std Mean Std Mean Std 
Contribution 19.79 16.76 29.92 15.29 24.21 16.11 24.00 16.46 
Decision time 15.16 13.70 11.69 7.37 13.10 12.66 13.88 23.00 
Log10(Decision time) 1.07 0.30 1.00 0.24 0.99 0.31 0.99 0.30 
Instruction reading 
time 69.45 35.85 87.06 93.57 67.76 63.26 67.47 36.88 

Log10(Instructions 
time) 1.78 0.24 1.86 0.23 1.73 0.28 1.77 0.24 

Age 29.08 9.67 28.73 9.68 30.33 11.09 33.29 12.49 
Gender (0=M, 1=F) 0.42 0.50 0.43 0.50 0.55 0.50 0.53 0.50 
US Residency  0.82 0.39 0.65 0.48 0.84 0.37 0.81 0.39 
Failed Comprehension  0.39 0.50 0.37 0.49 0.26 0.44 0.28 0.45 
Paragraph length 722 222 645 233 699 248 694 218 

 
The first goal for Study 9 was to test whether the prime condition had a greater effect among 
naïve subjects compared to experienced subjects. To this end we use a set of Tobit regressions 
with robust standard errors (Table S12). We begin by analyzing all subjects together and 
examining the interaction between the prime condition (promote intuition versus promote 
reflection) and the subject’s previous experience with the experimental task (naïve versus 
experienced). As predicted, regression 1 shows a significant positive interaction between prime 
condition and naivety with respect to the experimental design, and regression 2 shows that this 
interaction remains significant when including controls for US residency, age, gender, failing to 
correctly answer the comprehension questions, number of characters in the priming paragraph 
and education level. Based on this significant interaction, we therefore analyze naïve and 
experienced subjects separately. Regression 3 shows that among naïve subjects, there is a 
significant positive effect of promoting intuition relative to promoting reflection. Regression 4 
shows that this effect is robust to controls for US residency, age, gender, failing to correctly 
answer the comprehension questions, number of characters in the priming paragraph, and 
education level. Conversely, regressions 5 and 6 find no significant difference between priming 
conditions among experienced subjects, either without or with demographic controls. This 
finding is also consistent with the analyses in Studies 2 through 5, where the relationship 
between decision time and cooperation that is present at the beginning of the session becomes 
reduced or eliminated in later rounds. 
 
The second goal of Study 9 was to examine the effect of the prime on decision times. To do so, 
we perform a set of linear regressions with robust standard errors, taking log10(Decision time) as 
the dependent variable and examining the data from the naïve subjects (Table S13). Regression 1 
finds a relationship which is non-significant but trending in the direction we expect based on 
Studies 1-7 (promoting intuition leading to shorter decision times). Regression 2 shows that this 
relationship becomes significant when including controls for US residency, age, gender, failing 
to correctly answer the comprehension questions, number of characters in the priming paragraph, 
time spend reading the instructions and education level. As we will show in Study 10 below, 
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time spent reading the instructions is positively correlated with decision time, but does not 
significantly predict contribution amount. Thus we include time spent reading the instructions as 
a control for the subject’s general level of speed. Further support for the idea that time spent 
reading the instructions is a stable individual difference measure comes from the lack of 
relationship between prime condition and time spent reading the instructions demonstrated in 
Table S14. 
 
To further link the conceptual priming experiments to the experiments involving decision times, 
we now provide evidence that the prime condition in Study 9 affects contribution levels among 
naïve subjects specifically by manipulating decision times. Table S13 showed that promoting 
intuition resulted in faster decision times compared to promoting reflection. We now show in 
Table S15 that faster decision times are associated with higher contributions (as in Studies 1-5), 
and that the relationship between prime condition and contribution shown in Table S12 becomes 
non-significant when controlling for decision time. Thus it seems that priming intuition causes 
subjects to respond more quickly, and this quicker response leads to higher contribution. 
 
Table S12. Contribution level in conceptual priming experiment, naïve vs experienced subjects. 
  All subjects Naïve subjects Experienced subjects 
  (1) (2) (3) (4) (5) (6) 
Prime condition (0=Reflection-
good, 1=Intuition-good) -1.380 -1.932 28.57*** 22.66** -1.351 -1.922 
  (6.849) (6.860) (10.37) (10.69) (6.756) (6.777) 
Naïve -9.930 -7.414         
  (8.034) (7.885)         
Prime condition X Naïve 29.08** 26.55**         
  (12.08) (11.91)         
Age   0.191   -0.289   0.284 
    (0.274)   (0.727)   (0.295) 
Gender (0=M, 1=F)   10.93*   10.26   9.978 
    (5.699)   (10.63)   (6.707) 
US Residency   3.218   -8.374   7.237 
    (6.516)   (11.58)   (7.919) 
Failed comprehension   3.574   1.827   2.559 
    (5.824)   (10.31)   (6.998) 
Paragraph length   0.00160   -0.0297   0.0132 
    (0.0124)   (0.0225)   (0.0141) 
Education dummies No Yes No Yes No Yes 
Constant 32.07*** 54.07** 22.27*** 256.8*** 31.88*** 35.60* 
  (4.638) (23.39) (6.951) (48.59) (4.620) (20.38) 
              
Observations 256 256 87 87 169 169 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Table S13. Log10(Decision time) in conceptual priming experiment, naïve subjects. 
  (1) (2) 
Prime condition (0=Reflection-good, 1=Intuition-good) -0.0737 -0.130** 
  (0.0593) (0.0629) 
Age   -0.00216 
    (0.00273) 
Gender (0=M, 1=F)   0.00302 
    (0.0600) 
US Residency   0.0219 
    (0.0795) 
Failed comprehension   -0.0250 
    (0.0586) 
Paragraph length   -0.000218* 
    (0.000129) 
log10(Time reading instructions)   0.301** 
    (0.148) 
Education dummies No Yes 
Constant 1.071*** 0.548* 
  (0.0480) (0.298) 
      
Observations 87 87 
R-squared 0.019 0.144 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

 
Table S14. Log10(Time reading instructions) in conceptual priming experiment, naïve subjects. 
  (1) (2) 
Prime condition (0=Reflection-good, 1=Intuition-good) 0.0711 0.0797 
  (0.0513) (0.0521) 
Age   0.00241 
    (0.00253) 
Gender (0=M, 1=F)   -0.0122 
    (0.0550) 
US Residency   -0.108* 
    (0.0631) 
Failed comprehension   -0.0258 
    (0.0595) 
Paragraph length   0.000112 
    (0.000157) 
log10(Decision time)   0.223** 
    (0.0964) 
Education dummies No Yes 
Constant 1.784*** 1.515*** 
  (0.0392) (0.163) 
Observations 87 87 
R-squared 0.022 0.185 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Table S15. Contribution level in conceptual priming experiment as a function of decision time, 
naïve subjects. 
  (1) (2) (3) (4) (5) 
            
log10(Decision time) -51.94*** -57.14***     -50.44*** 
  (15.56) (15.64)     (15.67) 
Prime condition (0=Reflection-
good, 1=Intuition-good)     28.57*** 22.66** 15.94 
      (10.37) (10.69) (10.40) 
Age   -0.450   -0.289 -0.377 
    (0.705)   (0.727) (0.722) 
Gender (0=M, 1=F)   10.47   10.26 9.681 
    (10.24)   (10.63) (10.07) 
US Residency   -12.99   -8.374 -9.305 
    (10.90)   (11.58) (10.70) 
Failed comprehension   -1.016   1.827 0.656 
    (9.728)   (10.31) (9.876) 
Paragraph length   -0.0459**   -0.0297 -0.0389* 
    (0.0208)   (0.0225) (0.0215) 
Education No Yes No Yes Yes 
Constant 92.38*** 321.2*** 22.27*** 256.8*** 299.8*** 
  (19.03) (50.57) (6.951) (48.59) (52.26) 
            
Observations 87 87 87 87 87 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

 
 

10. Study 10: Correlational experiment on AMT with moderators, individual 
differences in cognitive style, and additional controls  
 
Methods 
 
The first aim of Study 10 was to test whether the relationship between decision time and 
cooperation differs depending on previous life experiences. Based on the theoretical framework 
presented in main text, we predicted that the difference in contributions between faster and 
slower responders should be smaller in subjects whose life outside the lab largely involves 
interactions with non-cooperative others. This prediction is rooted in the idea that mechanisms 
for the evolution of cooperation such as repetition and reputation typically involve multiple 
equilibria: Such mechanisms can make cooperation advantageous as long as enough others are 
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also using cooperative strategies, but not if a sufficiently large number of others are selfish (as 
seen, for example, in the Folk Theorem, where fully cooperative strategies can be equilibria, but 
non-cooperative strategies are also always equilibria28). 
 
The second aim of Study 10 was test whether individual differences in cognitive style are 
predictive of cooperation. Substantial variation in cooperation has been documented across 
individuals (for a review, see ref 29). Similarly, the baseline propensity to follow one’s intuitions 
versus stopping and reflecting has been shown to vary across individuals30,31. Our manipulation 
experiments in Studies 6 thru 9 demonstrate through random assignment that at least some of the 
effect of cognitive style on cooperation occurs via variation within a given individual. However, 
the extent to which the results of the correlations in Studies 1 thru 5 are driven by variation in 
cognitive style within subjects versus variation across subjects has not been addressed. Here we 
investigate this question by asking whether contribution levels correlate with measures of 
individual differences in cognitive style.  
 
The third and final aim of Study 10 was to explore whether the relationship between decision 
time and contribution shown in Study 1 is driven by risk attitudes or attention/engagement rather 
than intuitive reasoning.  
 
To address these aims, Study 10 used the same design as Study 1, with the following additions:  

(i) To assess whether subjects developed their intuitions in more or less cooperative 
daily environments, the post-experimental questionnaire asked “To what extent do 
you feel you can trust other people that you interact with in your daily life?” using a 
ten-point Likert scale from “1=Very Little” to “10=Very Much”. Cooperativeness of 
daily life interaction partners was operationalized using trust because we believe the 
concept of trust would be more familiar to our subjects and map more clearly onto 
what we mean by cooperation than terms such as “cooperative” or “altruistic” which 
are often uses differently in daily speech compared to how they are used in the 
academic literature.  

(ii) To assess the relationship between cognitive style and contribution, subjects 
completed the 3-item version of the Cognitive Reflection Test30 and the 40-item 
version of the Rational Experiential Inventory32 after making their decision and 
answering the comprehension questions.  

(iii) To control for risk attitudes, subjects completed a general risk-taking measure that 
has been widely validated33 asking “Are you generally a person who is fully prepared 
to take risks or do you try to avoid taking risks?” using an 11-point Likert scale from 
“0=Unwilling to take risks” to “10= Fully prepared to take risks”, as well as a 10-item 
social risk taking scale34 after completing the cognitive style measures.  

(iv) To control for attentional processing and engagement in the task, we recorded the 
time subjects spent reading the instructions as well as the time spent making the 
decision. If the decision time result was due to attention/engagement, then the same 
effect should be present when examining reading times rather than decision times. 
Furthermore, to discourage potentially unengaged subjects from participating, we 
asked subjects to transcribe a paragraph of neutral handwritten text (reading “Yellow 
car not blue over and above everything else I might have said”) prior to beginning the 
study, a procedure which has been suggested as a method for excluding AMT 
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subjects who disregard task instructions in order to complete tasks as quickly as 
possible1. 

 
Results 
 
We begin with descriptive statistics:  
 
N=341 Mean Std 
Contribution 23.86 16.25 
Decision time 13.78 17.94 
Log10(Decision time) 1.02 0.28 
Time reading instructions 73.21 92.15 
Log10(Time reading instructions) 1.73 0.35 
Age 30.69 10.26 
Gender (0=M, 1=F) 0.40 0.49 
US Residency (0=N, 1=Y) 0.70 0.46 
Failed Comprehension (0=N, 1=Y) 0.34 0.47 
View of daily interaction partners (1=Very 
untrustworthy to 7=Very trustworthy) 6.17 1.98 

General risk taking (0 to 10) 6.64 2.44 
Social risk taking (1 to 5) 3.20 0.56 
Cognitive reflection test (0 to 3) 1.40 1.20 
Need for cognition (1 to 10) 7.59 1.22 
Faith in intuition (1 to 10) 6.70 1.23 

 
The first goal of Study 10 was to test whether the relationship between decision time and 
contribution was stronger among subjects who view their daily life interaction partners as 
cooperative. To this end we perform a median split on the view of daily life interaction partners 
measure, separating subjects into those who view their daily interaction partners as more versus 
less cooperative, and perform a set of Tobit regressions with robust standard errors (Table S16). 
We begin by analyzing all subjects together and examining the interaction between decision time 
and view of daily life interaction partners. As predicted, regression 1 shows a significant positive 
main effect of having more cooperative daily life interaction partners together with a significant 
negative interaction between decision time and having more cooperative daily life interaction 
partners. Together, this main effect and interaction indicate that those who perceive their daily 
interaction partners as cooperative contribute more when they respond quickly (i.e. decision time 
is small), but that this increase in contribution is erased with longer decision times; whereas 
decision times have little effect on subjects from an uncooperative world. Regression 2 shows 
that the main effect and interaction term remain significant when including controls for US 
residency, age, gender, failing to correctly answer the comprehension questions, and education 
level. Based on the significant interaction, we therefore analyze subjects with more versus less 
cooperative daily interaction partners separately. Regression 3 shows that among subjects with 
largely cooperative partners outside of the lab, there is a significant negative relationship 
between decision time and contribution. Regression 4 shows that this effect is robust to controls 
for US residency, age, gender, failing to correctly answer the comprehension questions, and 
education level. Conversely, regressions 5 and 6 find no significant relationship between 
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decision time and cooperation among subjects who perceive themselves as having less 
cooperative interaction partners outside the lab, either without or with demographic controls. 
Critically, a further analysis finds no relationship between view of one’s daily interaction 
partners and decision time (logistic regression with robust standard errors; without controls: 
coeff=0.159, p=0.682; with demographic controls: coeff=0.196, p=0.621). This demonstrates 
that attitude towards daily life interaction partners is suitable for use as a moderator in this 
context. The relationship between decision time and contribution among subjects with a more 
versus less cooperative daily life interaction partners is shown in Figure S3 (in contrast to Figure 
3b in the main text which uses a median split on decision time, here we show the relationship 
over the full range of decision times). 
 
The second purpose of Study 10 was to test whether individual difference measures of cognitive 
style predict cooperation. As shown using Tobit regression with robust standard errors in Table 
S17, we find no significant relationship between contribution and score on the Cognitive 
Reflection Test30 (Regressions 1 and 2), the Need for Cognition scale32 (Regressions 3 and 4), or 
the Faith in Intuition scale32 (Regression 5 and 6). We find the same results when considering 
only subjects with a more positive view of their daily interaction partners (for brevity, analysis 
not shown). Using linear regression with robust standard errors (Table S18), we also find no 
significant relationship between any of the three measures and decision time (with the exception 
of a marginally significant negative relationship between Faith in Intuition and decision time 
when not including demographic controls). Again all of these results are qualitatively unchanged 
when restricting to subjects with a more positive view of their daily interaction partners. The lack 
of relationship between these individual difference measures of cognitive style and cooperation 
has important implications. Together with our manipulation experiments (in which subjects are 
randomly assigned to more intuitive or reflective thinking styles), these findings suggest that our 
correlational results are largely driven by within-subject variation across decisions in 
intuitiveness versus reflectiveness, rather than being the result of comparing fundamentally 
intuitive people with fundamentally reflective people. 
 
The third and final goal of Study 10 was to test whether the negative relationship between 
decision time and contribution in Study 1 is explained by risk attitudes or attention/engagement 
in the task. To do so, we perform a set of Tobit regressions with robust standard errors (Table 
S19). Regression 1 replicates the negative relationship between decision time and contribution 
found in Study 1. Regression 2 shows that the effect continues to hold when controlling for our 
standard controls. Regression 3 shows that the effect continues to hold when also controlling for 
the general risk-taking measure33, the social risk-taking measure34 and time spent reading the 
instructions. Regression 3 also finds that none of these measures are themselves significantly 
correlated with contribution. This demonstrates that none of these effects explain the observed 
relationship between decision time and contribution. Again, these results are all robust to 
considering only subjects with a more positive view of their daily life interaction partners 
(regressions not shown for brevity). To provide further evidence for time spent reading the 
instructions as a proxy for attention and engagement, we note the strong positive correlation 
between decision time and time spent reading the instructions (linear regression with robust 
standard errors taking log10[decision time] as the DV and log10[time reading instructions] as the 
IV; coeff=0.184, p=0.001). 
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Table S16. Contribution versus decision time for subjects with a less versus more positive view of 
people they interact with in daily life. 
  (1) (2) (3) (4) (5) (6) 

  
All subjects 

Subjects with 
cooperative daily 

interaction partners 

Subjects with 
uncooperative daily 
interaction partners 

log10(Decision time) -4.112 -8.473 -51.28*** -55.24*** -3.470 -6.321 
  (10.36) (11.11) (14.57) (14.74) (9.181) (9.746) 
Opinion of daily 
interaction partners  
(0=Uncooperative, 
1=Cooperative) 

45.75** 43.89** 

        
  (18.25) (18.34)         
log10(Decision time) X 
Opinion of daily 
interaction partners 

-40.06** -36.34** 
        

  (16.10) (16.42)         
Age   0.302   0.671*   0.143 
    (0.228)   (0.396)   (0.280) 
Gender (0=M, 1=F)   11.05**   5.655   14.99*** 
    (4.528)   (7.952)   (5.234) 
US Residency   -11.85**   -20.97**   -5.008 
    (4.742)   (8.906)   (5.288) 
Failed comprehension   8.696*   4.994   10.90** 
    (4.499)   (8.280)   (5.100) 
Education dummies No Yes No Yes No Yes 
Constant 32.59*** 20.40 87.99*** 31.47 30.91*** 35.87* 
  (11.78) (20.39) (16.77) (39.69) (10.41) (19.01) 
              
Observations 338 338 170 170 168 168 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Figure S3. Log10(Decision time) versus contribution for subjects with a more positive (a) versus 
negative (b) view of their daily life interaction partners. Error bars indicate standard error of 
the mean. Dot size is proportional to number of observations, which are indicated next to each 
dot. The trend line is not indicated in panel b as the relationship between decision time and 
contribution is not significant.  
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Table S17. Contribution versus measures of individual differences in cognitive style. 
  (1) (2) (3) (4) (5) (6) 
              
Cognitive reflection test 0.811 2.013         
  (1.878) (1.981)         
Need for cognition     1.280 3.016     
      (1.902) (1.987)     
Faith in intuition         -0.931 -0.999 
          (1.921) (2.002) 
Age   0.294   0.288   0.321 
    (0.231)   (0.233)   (0.232) 
Gender (0=M, 1=F)   11.12**   11.74**   11.22** 
    (4.651)   (4.677)   (4.664) 
US Residency   -8.754*   -9.752**   -8.264* 
    (4.700)   (4.770)   (4.855) 
Failed comprehension   10.53**   10.37**   9.037** 
    (4.709)   (4.549)   (4.465) 
Education dummies No Yes No Yes No Yes 
Constant 29.42*** 11.10 20.86 -8.048 36.76*** 19.18 
  (3.311) (17.01) (14.27) (21.99) (13.01) (20.09) 
              
Observations 341 341 341 341 341 341 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Table S18. Log10(Decision time) versus measures of individual differences in cognitive style. 
  (1) (2) (3) (4) (5) (6) 
              
Cognitive reflection test 0.00820 0.00101         
  (0.0125) (0.0132)         
Need for cognition     -0.00913 -0.00787     
      (0.0119) (0.0120)     
Faith in intuition         -0.0211* -0.0111 
          (0.0122) (0.0131) 
Age   0.00208   0.00211   0.00220 
    (0.00151)   (0.00150)   (0.00154) 
Gender (0=M, 1=F)   -0.0129   -0.0148   -0.00936 
    (0.0322)   (0.0326)   (0.0331) 
US Residency   -0.122***   -0.121***   -0.116*** 
    (0.0369)   (0.0368)   (0.0367) 
Failed comprehension   -0.0416   -0.0455   -0.0425 
    (0.0330)   (0.0322)   (0.0317) 
Education dummies No Yes No Yes No Yes 
Constant 1.007*** 1.117*** 1.088*** 1.174*** 1.160*** 1.182*** 
  (0.0224) (0.231) (0.0924) (0.241) (0.0863) (0.237) 
              
Observations 338 338 338 338 338 338 
R-squared 0.001 0.050 0.002 0.051 0.008 0.052 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Table S19. Contribution versus log10(Decision time) with additional controls. 
  (1) (2) (3) 
        
Decision time (log10 seconds) -21.11** -24.27*** -26.70*** 
  (8.361) (8.710) (8.854) 
US Residency (0=N, 1=Y)   -11.95** -10.86** 
    (4.802) (4.836) 
Age   0.363 0.323 
    (0.230) (0.233) 
Gender (0=M, 1=F)   10.84** 10.15** 
    (4.583) (4.712) 
Failed Comprehension (0=N, 1=Y)   7.668* 9.498** 
    (4.509) (4.762) 
Social risk-taking (1 to 5)     0.952 
      (4.094) 
General risk-taking (1 to 11)     0.0910 
      (1.075) 
Time reading instructions (log10 seconds)     9.920 
      (6.111) 
Education dummies No Yes Yes 
Constant 52.24*** 40.78** 23.09 
  (9.403) (19.71) (25.66) 
        
Observations 338 338 338 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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11. Robustness of relationship between intuition and cooperation 
 
Did faster deciders simply not understand the instructions?  
 
In our each of our analyses, we demonstrate that the effect of intuition is robust to controlling for 
correctly answering the comprehension questions regarding the payoff structure. Thus it seems 
that comprehension does not explain our effect.  
 
How does decision time relate to time spent understanding the decision setting?  
 
In Study 10, we demonstrate that the decision time effect is robust to controlling for time spent 
reading the instructions (and that time spent reading the instructions does not predict 
contribution; if anything, it is trending in the opposite direction with longer readers contributing 
slightly more). Furthermore, the time constraint manipulation experiments in Studies 6 and 7 
provide direct evidence that the relationship between decision time and contribution is 
independent of time spent reading the instructions. In the time constraint experiment, subjects are 
only informed that they must make their decisions quickly (or slowly) after they have finished 
reading the instructions and proceeded to the next screen. Thus time spent reading the 
instructions cannot account for the effect of time pressure/delay on cooperation we observe.  
 
The fact that the two processes of (a) understanding the game setup and payoffs, versus (b) 
actually making a decision, are distinct in our design is an important feature of our experiments. 
Because our decision time metric applies only to the latter, this allows us to explore the cognitive 
mechanism underpinning the contribution decision without adding confounds related to game 
comprehension. This stands in contrast to a previous reaction time study where in each round, 
subjects chose between a different set of 4 monetary divisions35. In that design, the ‘decision 
time’ measures how long subjects take to read and understand the different payoff options, as 
well as how long it takes them to reach a decision. Thus their finding that longer decision times 
were associated with more prosocial divisions is not necessarily in conflict with ours: their result 
can be explained by prosocial subjects taking longer to understand the game setup (because of an 
interest in the other’s payoffs as well as their own), rather than taking longer to reach their 
decision (conditional on understanding the game). Consistent with this interpretation is the 
positive (although not statistically significant) trend we find between contribution and time spent 
reading the instructions in Study 10.  
 
This perspective also helps connect our results to previous work showing that selfishness is 
automatic in the context of conflicts of interest, where reflection is required to perceive that such 
conflicts exist36. Further exploration of this difference in cognitive processing between the task 
of understanding the nature of the situation versus actually making a decision is an important 
direction for future research. 
 
Is the relationship between intuition and cooperation unique to our online sample, the small 
stakes used on AMT, or any particular feature(s) of our online experimental environment? Are 
our findings restricted to American college undergraduates? 

WWW.NATURE.COM/NATURE | 35

SUPPLEMENTARY INFORMATIONRESEARCHdoi:10.1038/nature



 
 

 
We find significantly more cooperation when forcing subjects to respond quickly compared to 
taking time to think both on AMT with subjects from around the world (Study 6) and in the 
physical lab using Boston-area undergraduates playing for 10x larger stakes (Study 7). This 
demonstrates the robustness of our fundamental finding with respect to subject pool, online vs 
offline, and stake size. 
 
Is the relationship between decision time and cooperation we observe the result of adjusting 
away from a salient anchor?   
 
It has been suggested that in resource division tasks, subjects anchor on an equitable split, and 
then with further reflection adjust away from that anchor towards selfishness37. However, 
anchoring and adjustment do not explain the relationship between decision time and cooperation 
that we observe in our experiments: In the lab experiments using Prisoner’s Dilemma games 
(Studies 2 thru 4), subjects make a binary choice (cooperate or defect) rather than a numerical 
decision of how much to contribute. This binary decision does not involve anchoring and 
adjustment, yet we continue to find the same negative relationship between decision time and 
cooperation in this binary choice. Furthermore, even in the public goods games where subjects 
choose a numerical contribution amount and anchoring and adjustment is possible, it is not a 
priori evident why full contribution would be a more natural anchor than zero contribution.  
 
Are the effects of intuitive versus reflective thinking we observe the result of comparing more 
intuitive versus more reflective people (i.e. variation across individuals), or the result of 
variation within individuals? 
 
Our various manipulation studies (Studies 6 through 9) demonstrate that there is within-
individual variation in cognitive style and resulting behavior. Subjects are randomly assigned to 
conditions, and thus do not systemically vary across conditions in their dispositions toward 
intuitive vs. reflective decision-making. Yet the experimental manipulation can push people to be 
more intuitive and therefore more cooperative, or more reflective and therefore more selfish. 
Furthermore, we find no evidence of between-individual differences in use of intuitive versus 
reflection predicting cooperation in Study 10. Together, these findings suggest that our results 
are largely driven by within-subject variation across decisions in intuitiveness vs. reflectiveness, 
rather than reflecting differences between people who are dispositionally intuitive vs. 
dispositionally reflective. 
 

12. Implications for economic and evolutionary models 
 
Our findings have significant implications for the understanding of human prosocial behavior. 
Economic models have typically explained non-self-interested actions using social preferences. 
For example, people in our experiments might cooperate if, rather than being purely selfish, they 
have consistent preferences for equity38,39, efficiency40 and/or reciprocity39-43. However, our 
manipulation studies indicate that people do not have a single, consistent set of preferences. 
Instead, our data indicate that intuition often promotes behavior consistent with a set of 
preferences that are more prosocial than those favored by reflection. As we show, experimental 
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manipulations that have no effect on material outcomes can cause different preferences to be 
operative. Thus our results highlight the need for more cognitively complex models of prosocial 
behavior, along the lines of recent models for non-social decision-making44-47. Furthermore, our 
results suggest a special role for intuition in promoting cooperation48 (in contrast to ref 46, in 
which reflection is assumed to underlie prosociality).  
  
The present experiments also have important implications for the evolution of cooperation. In 
traditional evolutionary models, each agent has a specific strategy that determines her behavior, 
such as cooperate or defect in one-shot games, or always-defect or tit-for-tat (or some other 
strategy) in repeated games. Natural selection then operates on these strategies. Our results, 
however, suggest that people are not of a single mind, and are not committed to a single strategy. 
Instead, social behaviors are the product of an internal equilibrium between competing strategies, 
with some strategies favored by intuition and others by reflection. Expanding evolutionary 
models to include this cognitive conflict is an important direction for future research, and can 
help us understand why natural selection would favor cooperative intuitions. 
 

13. Previous dual-process research using economic games  
 
Previous research exploring automatic versus controlled processes and social preferences in 
economic games has largely focused on rejecting unfair offers in the Ultimatum Game (UG). 
Several behavioral and neurobiological studies suggest that rejections in this game are driven by 
intuitive processes49-54, while others conclude that reflective processes promote rejection55,56 or 
that rejections are not preferentially associated with either intuition or reflection57. This variation 
in results when studying the UG may be due to the presence of both prosocial motivations (e.g. 
fairness) and anti-social motivations (e.g. jealously or spite) leading to the same behavior. 
Rejecting low offers is certainly “other-regarding”, and arguably fair, but is not “cooperative” 
(unlike contributions to the public good, which are clearly cooperative). Nonetheless, it seems 
that the bulk of evidence supports a dominant role of intuition in motivating rejections.  
 
At first, this finding may seem to contradict our main conclusion that cooperation is intuitive in 
social dilemmas: how can prosocial behavior (i.e. PGG cooperation) and antisocial behavior (ie 
rejecting in the UG) both be intuitive? In light of our proposed mechanism, however, it is 
possible that these observations represent two sides of the same coin. If our intuitions reflect 
behaviors that are beneficial in daily life, then (i) cooperation should be intuitive, because 
cooperation is typically advantageous in the context of repetition, reputation and sanctions; and 
at the same time (ii) rejecting low offers should also be intuitive, as once again this behavior is 
advantageous in interactions that involve reciprocity: rejecting a low offer today can lead others 
to make higher offers to you in the future58. A general implication of this finding is that 
cooperation need not be the intuitive response under all circumstances. For example, defection 
might be the automatic action in a PD if one’s partner defected against oneself in the previous 
period (as once again, this tit-for-tat style behavior can be optimal in repeated games); or 
cooperation may not be intuitive when interacting with out-group members. Exploring these 
issues is an important direction for future research. 
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We also note that other recent studies are consistent with our results regarding PGG cooperation.  
Such studies reveal a negative relationship between offers in the UG and decision time57,59, a 
positive effect of cognitive load on donations in the Dictator Game60 (although see ref 61 which 
finds no effect of cognitive load in the Dictator Game), a marginal negative effect of decision 
time on choosing the efficient option in a series of binary-choice money division tasks62, and a 
negative effect of decision time on choosing full cooperation in the centipede game57. 
Furthermore, our results are not explained by differences in the time taken to understand the 
game’s payoff structure35, or by the degree of adjustment away from an equitable anchor37, as 
elaborated above in SI Section 11. 
 
 

14. Supplemental study: Experiment on AMT showing that detailed 
comprehension questions induce reflective thinking and reduce cooperation 
 
This supplemental study explored the effect of asking detailed comprehension questions prior to 
the contribution decision (unlike the other studies conducted for this paper, in which 
comprehension questions were asked after the contribution decision). We hypothesized that 
forcing subjects to perform a detailed payoff calculation prior to making their decision would 
shift them into a more reflective mindset. Based on the results of our other studies, we thus 
predicted that comprehension questions prior to the decision would reduce the average 
contribution, and increase the average decision time.  
 
To assess these predictions, we had subjects on AMT participate in the same PGG as in Study 1, 
with the addition of a detailed payoff calculation question to the comprehension check section 
(“If you contributed 20 cents, and the other 3 group members contributed 10, 30 and 40 cents 
respectively, what bonus would you earn? [Remember that (i) you start with 40 cents and (ii) for 
every two cents contributed, all group members receive 1 cent]”).  
 
We then compared behavior in two experimental conditions, with the position of the 
comprehension questions in the experimental protocol varied between conditions. In the ‘Before 
decision’ condition, the comprehension questions were included at the end of the screen with the 
instructions; thus in this condition, subjects had to reason thru the payoff calculation before 
advancing to the screen on which that made their contribution decision. In the ‘After decision’ 
condition, the comprehension questions appeared on the screen following the contribution 
decision (as in Studies 1 and 6 thru 10). 
 
The goal of this study was to assess the effect of reasoning through a payoff calculation prior to 
making one’s decision. Thus in our analysis we will restrict our attention to the subset of subjects 
that correctly answered the comprehension questions (N=72 in the ‘Before decision’ condition, 
and N=51 in the ‘After decision’ condition): it is unclear that subjects who answered incorrectly 
actually reflected on the questions.  
 
In line with our first prediction, contributions are significantly lower in the ‘Before decision’ 
condition (51.0%) compared to the ‘After decision’ condition (69.3%; Rank-sum, p=0.0142). 
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This relationship continues to hold (coeff=22.61, p=0.020) in a Tobit regression with robust 
standard errors including controls for age, gender and US residence. 
 
In line with our second prediction, subjects take significantly longer to reach their decisions in 
the ‘Before decision’ condition (log10(Decision time)=1.30) compared to the ‘After decision’ 
condition (log10(Decision time)=1.01; Rank-sum, p<0.001). This relationship again continues to 
hold (coeff=-0.252, p=0.001) in a linear regression with robust standard errors including controls 
for age, gender and US residence. Furthermore, despite the greater mean in the ‘Before decision’ 
condition, there is significantly larger variance in log10(Decision time) in the ‘Before decision’ 
condition (variance=0.092) compared to the ‘After decision’ condition (variance=0.172; F-test 
for the homogeneity of variances, p=0.016). 
 
Thus we provide evidence that completing a detailed comprehension question prior to making 
one’s decision shifts subjects into a more reflective mindset and leads to less cooperation. It 
therefore seems likely that asking subjects to complete numerous detailed payoff calculations 
prior to making their decision (rather than the one question we asked here) would lead to even 
lower contribution levels and greater reflectiveness (and even less variance in decision time), 
potentially reducing or eliminating any association between decision time and cooperation by 
forcing all subjects into a reflective mindset. This should be kept in mind when analyzing 
decision time data from other datasets. 
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15. Experimental instructions 
 
Study 1 
 
Screen 1: 
 
Thank you for accepting this HIT. You have received $0.50 for participating. You also have the 
opportunity to receive additional money, which will be described in the next few pages. 
 
Screen 2: 
 
You have been randomly assigned to interact with 3 other people. All of you receive this same 
set of instructions. You cannot participate in this study more than once. 
Each person in your group is given 40 cents for this interaction (in addition to the 50 cents you 
received already for participating). 
 
You each decide how much of your 40 cents to keep for yourself, and how much (if any) to 
contribute to the group’s common project (in increments of 2 units: 0, 2, 4, 6 etc). 
 
All money contributed to the common project is doubled, and then split evenly among the 4 
group members. 
 
Thus, for every 2 cents contributed to the common project, each group member receives 1 cent. 
  
If everyone contributes all of their 40 cents, everyone’s money will double: each of you will earn 
80 cents.  
 
But if everyone else contributes their 40 cents, while you keep your 40 cents, you will earn 100 
cents, while the others will earn only 60 cents. That is because for every 2 cents you contribute, 
you get only 1 cent back. Thus you personally lose money on contributing. 
  
The other people are REAL and will really make a decision – there is no deception in this study. 
 
Once you and the other people have chosen how much to contribute, the interaction is over. 
Neither you nor the other people receive any bonus other than what comes out of this interaction. 
 
Screen 3: 
 
Please use the slider to choose the amount of money you wish to contribute. 
 
Your contribution: 0 -------------------slider-----------------40 
 
Screen 4: 
 
You MUST answer these two questions correctly to receive your bonus! 
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1. What level of contribution earns the highest payoff for the group as a whole? 
 

2. What level of contribution earns the highest payoff for you personally? 
 

 
Studies 2-5 
 
See the original papers experimental instructions. 
 
 
Study 6 
 
Screen 1: 
 
Thank you for accepting this HIT. You have received $0.50 for participating. You also have the 
opportunity to receive additional money, which will be described in the next few pages. 
Screen 2: 
 
You have been randomly assigned to interact with 3 other people. All of you receive this same 
set of instructions. You cannot participate in this study more than once. 
Each person in your group is given 40 cents for this interaction (in addition to the 50 cents you 
received already for participating). 
 
You each decide how much of your 40 cents to keep for yourself, and how much (if any) to 
contribute to the group’s common project (in increments of 2 units: 0, 2, 4, 6 etc). 
 
All money contributed to the common project is doubled, and then split evenly among the 4 
group members. 
 
Thus, for every 2 cents contributed to the common project, each group member receives 1 cent. 
  
If everyone contributes all of their 40 cents, everyone’s money will double: each of you will earn 
80 cents.  
 
But if everyone else contributes their 40 cents, while you keep your 40 cents, you will earn 100 
cents, while the others will earn only 60 cents. That is because for every 2 cents you contribute, 
you get only 1 cent back. Thus you personally lose money on contributing. 
  
The other people are REAL and will really make a decision – there is no deception in this study. 
 
Once you and the other people have chosen how much to contribute, the interaction is over. 
Neither you nor the other people receive any bonus other than what comes out of this interaction. 
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Screen 3: 
 
[Time pressure condition] Please make your decision as quickly as possible. You must make 
your decision in less than 10 seconds! 
 
[Forced delay condition] Please carefully consider you decision. You must wait and think for at 
least 10 seconds before making your decision. 
 
Please use the slider to choose the amount of money you wish to contribute. 
 
Your contribution: 0 -------------------slider-----------------40 
 
Screen 4: 
 
You MUST answer these two questions correctly to receive your bonus! 
 

1. What level of contribution earns the highest payoff for the group as a whole? 
 

2. What level of contribution earns the highest payoff for you personally? 
 
Study 7 
 
Screen 1: 
 
In this task, you will participate in a simple decision making study. You will receive a $5 show-
up fee, and then earn additional money based on your decision and the decision of others. You 
will be paid in cash immediately following the experiment. 
 
Screen 2: 
 
You have been randomly assigned to interact with 3 of the other people in the room. All of you 
receive this same set of instructions. You cannot participate in this study more than once. 
 
Each person in your group is given $4 for this interaction. 
 
You each decide how much of your $4 to keep for yourself, and how much (if any) to contribute 
to the group’s common project (in increments of 2 cents: 0, 2, 4, 6 etc). 
 
All money contributed to the common project is doubled, and then split evenly among the 4 
group members. 
Thus, for every 2 cents contributed to the common project, each group member receives 1 cent. 
  
If everyone contributes all of their $4, everyone’s money will double: each of you will earn $8 
But if everyone else contributes their $4, while you keep your $4, you will earn $10, while the 
others will earn only $6. That is because for every 2 cents you contribute, you get only 1 cent 
back. Thus you personally lose money on contributing. 
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Once you and the other people have chosen how much to contribute, the interaction is over. 
None of you can effect each other's payoffs other than through the single decision in this 
interaction. 
 
Screen 3: 
 
[Time pressure condition] Please make your decision as quickly as possible. You must make 
your decision in less than 10 seconds! 
 
[Forced delay condition] Please carefully consider you decision. You must wait and think for at 
least 10 seconds before making your decision. 
 
Please use the slider to choose the amount of money you wish to contribute. 
 
Your contribution: 0 -------------------slider-----------------400 
 
Screen 4: 
 
In this stage, we would like you to predict the average contribution of the others in your group. 
You can earn up to an additional $2 depending on the accuracy of your prediction. For every 10 
cents by which your prediction differs from the actual average, you lose 5 cents from your 
additional $2 payment. Thus you have an incentive to be as accurate as possible when making 
your prediction. 
 
How much do you think the other people in your group contributed on average (0 to 400 cents)? 
 
Average contribution of other group members: 0 -------------------slider-----------------400 
 
Screen 5: 
 

1. What level of contribution earns the highest payoff for the group as a whole? 
 

2. What level of contribution earns the highest payoff for you personally? 
 
 
Study 8 (and Study 9, using only the Intuition-good and Reflection-good conditions) 
 
Screen 1: 
 
Thank you for accepting this HIT. You have received $0.50 for participating. You also have the 
opportunity to receive additional money, which will be described in the next few pages. 
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Screen 2: 
 
In this task, you will participate in a simple decision making study, and then answer a short 
survey.When you finish the survey, you will receive a completion code in order to get paid. 
Screen 3: 
 
[Intuition-good condition] Please write a paragraph (approximately 8-10 sentences) describing a 
time your intuition/first instinct led you in the right direction and resulted in a good outcome. 
 
[Intuition-bad condition] Please write a paragraph (approximately 8-10 sentences) describing a 
time your intuition/first instinct led you in the wrong direction and resulted in a bad outcome. 
 
[Reflection-good condition] Please write a paragraph (approximately 8-10 sentences) describing 
a time when carefully reasoning through a situation led you in the right direction and resulted in 
a good outcome. 
 
[Reflection -bad condition] Please write a paragraph (approximately 8-10 sentences) describing a 
time when carefully reasoning through a situation led you in the wrong direction and resulted in 
a bad outcome. 
 
--Large text box-- 
 
Please click 'Next' to begin the study. 
 
Screen 4: 
 
You have been randomly assigned to interact with 3 other people. All of you receive this same 
set of instructions. You cannot participate in this study more than once. 
Each person in your group is given 40 cents for this interaction (in addition to the 50 cents you 
received already for participating). 
 
You each decide how much of your 40 cents to keep for yourself, and how much (if any) to 
contribute to the group’s common project (in increments of 2 units: 0, 2, 4, 6 etc). 
 
All money contributed to the common project is doubled, and then split evenly among the 4 
group members. 
 
Thus, for every 2 cents contributed to the common project, each group member receives 1 cent. 
  
If everyone contributes all of their 40 cents, everyone’s money will double: each of you will earn 
80 cents.  
 
But if everyone else contributes their 40 cents, while you keep your 40 cents, you will earn 100 
cents, while the others will earn only 60 cents. That is because for every 2 cents you contribute, 
you get only 1 cent back. Thus you personally lose money on contributing. 
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The other people are REAL and will really make a decision – there is no deception in this study. 
 
Once you and the other people have chosen how much to contribute, the interaction is over. 
Neither you nor the other people receive any bonus other than what comes out of this interaction. 
Screen 5: 
 
Please use the slider to choose the amount of money you wish to contribute. 
 
Your contribution: 0 -------------------slider-----------------40 
 
Screen 6: 
 
You MUST answer these two questions correctly to receive your bonus! 
 

1. What level of contribution earns the highest payoff for the group as a whole? 
 

2. What level of contribution earns the highest payoff for you personally? 
 
 
Study 10 
 
Screen 1: 
 
Thank you for accepting this HIT. You have received $0.50 for participating. You also have the 
opportunity to receive additional money, which will be described in the next few pages. 
 
Screen 2: 

 
Please transcribe this hand-written text in the box below. You must correctly transcribe the text 
in order for your HIT to be accepted. 
 
--Large text box-- 
 
Please click 'Next' to begin the study. 
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Screen 3: 
 
You have been randomly assigned to interact with 3 other people. All of you receive this same 
set of instructions. You cannot participate in this study more than once. 
Each person in your group is given 40 cents for this interaction (in addition to the 50 cents you 
received already for participating). 
 
You each decide how much of your 40 cents to keep for yourself, and how much (if any) to 
contribute to the group’s common project (in increments of 2 units: 0, 2, 4, 6 etc). 
 
All money contributed to the common project is doubled, and then split evenly among the 4 
group members. 
 
Thus, for every 2 cents contributed to the common project, each group member receives 1 cent. 
  
If everyone contributes all of their 40 cents, everyone’s money will double: each of you will earn 
80 cents.  
 
But if everyone else contributes their 40 cents, while you keep your 40 cents, you will earn 100 
cents, while the others will earn only 60 cents. That is because for every 2 cents you contribute, 
you get only 1 cent back. Thus you personally lose money on contributing. 
  
The other people are REAL and will really make a decision – there is no deception in this study. 
 
Once you and the other people have chosen how much to contribute, the interaction is over. 
Neither you nor the other people receive any bonus other than what comes out of this interaction. 
 
Screen 4: 
 
Please use the slider to choose the amount of money you wish to contribute. 
 
Your contribution: 0 -------------------slider-----------------40 
 
Screen 5: 
 
You MUST answer these two questions correctly to receive your bonus! 
 

3. What level of contribution earns the highest payoff for the group as a whole? 
 

4. What level of contribution earns the highest payoff for you personally? 
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